Hello and Good morning!

I will be presenting ITO's current and future efforts in Secure Networking. I will describe three programs currently in progress and a fourth program under consideration.

Now more than ever the Department of Defense depends on networking technology for information dominance at all levels of command from the national decision authority to the sensors in the field. Our reliance has become so pervasive that we are unable to function without adequate connectivity across this hierarchy. Simultaneous with this increased dependence on networking technology has come the increased vulnerabilities of these networks to attack. Countless examples over the last several years have shown us that our existing networking infrastructures are not as secure, resilient, and robust as we'd like them to be.

The programs I will describe are focused on the research to make our future networks more tolerant to attack, more robust against failures, and capable to provide improved security for our critical information.

We like to use this research model to show the many different types of networks that we're concerned with and motivate the solutions necessary to make all of the DoD networks more secure and survivable. It is a world of networks and systems - from the underlying Internet infrastructure, which the DoD has become dependent on, to Intranets, Extranets, sensor networks, and mobile wireless networks. Each of these different network types requires security solutions and most of these solutions don't solve the problems for all networks. Important in all of this is the interconnection of these networks and the cross-network requirements to maintain security.

It is within this model that we have focused our secure networking programs.

Today's static network infrastructure has become a barrier to the change necessary to make our networks more secure and robust.

The Active Networks program is aimed at developing a protocol architecture that allows rapid and dependable creation, deployment, and reconfiguration of new networking services, such that there is no long-term standardization process needed.

This requires a complete change in thinking about how networks and their services are deployed. Network-wide resources, such as bandwidth and storage, can be accessed at a finer level of granularity. Resource reservations models must be expanded to allow a broader capability. The active networking approach allows users to dynamically program the shared infrastructure to their requirements. This will mean a massive increase in the degree, sophistication and control of software deployed inside the network. Also, the integrity protection of the network becomes even more important as we must assure basic delivery services, control resource consumption, and authenticate code distribution updates from the user.

The Active Networks program encompasses five major areas of research.

These include: Active Hardware - making the routers more capable of storage, changing bandwidth, and computation; Active Node Operating Systems - performing resource management, process isolation, and enforcing access policies on active nodes; Active Execution Environments - programming environment and protocol processing; Active Services and Middleware - new protocol services, performance enhancers, and application assistance; and Active Applications - making applications aware of underlying active network assistance.

In addition to these five major areas of research, we are focusing on the security of active networks, which must not become its Achilles' heel, managing this new "network activity," and the performance impacts of "activating" the underlying infrastructure.

As stated in its introduction, Joint Vision 2010 outlines how America's Armed Forces will leverage technological opportunities to achieve new levels of effectiveness in joint warfighting. In addition to the future warfighting vision of dominant maneuver, precision engagement, full dimensional protection, and focused logistics, Joint Vision 2010 describes the expected operational environments of the future. In the area of multinational operations, Joint Vision 2010 states, "It is not enough just to be joint, when conducting future operations. We must find the most effective methods for integrating and improving interoperability with allied and coalition partners. Although our Armed Forces will maintain decisive unilateral strength, we expect to work in concert with allied and coalition forces in nearly all of our future operations." 

Joint Vision 2020 extends the vision of Joint Vision 2010 and describes those areas of focus for future joint and coalition operations. Joint Vision 2020 states, "Interoperability is the foundation of effective joint, multinational, and interagency operations. Interoperability is a mandate for the joint force of 2020 - especially in terms of communications, common logistics items, and information sharing. Information systems and equipment that enable a common relevant operational picture must work from shared networks that can be accessed by any appropriately cleared participant."

There have been countless examples of problems in coalition operations over the last decade.

From the Gulf War, "Communications are still plagued by incompatibilities between services, inadequacies between levels of command, as well as by technical limitations and old, incompatible equipment." 

More recently from Bosnia, "The size of communications pipes was not sufficient to meet the demands of the operation. Communications problems were experienced at all levels - strategic, theater, and tactical." 

Most recently from Kosovo, "The lack of interoperable secure communications, among the allies, forced reliance on non-secure methods that compromised operational security."

The Dynamic Coalitions program is aimed at technology creation to answer the call of Joint Vision 2010 and 2020 and improve upon our efforts of recent coalition experiences. The goal of the program is to manage dynamic coalition formation and facilitate secure sharing of information by authorized members of the joint or coalition operation. 

Within the Dynamic Coalitions program we assume that all political arrangements have been made. The politicians have done their dance and cooperative agreements have been reached.

With these assumptions we can focus on the creation of technology that can assist and support the establishment of these joint or coalitions operations.

We believe some of the characteristics of future coalitions include: number of users - on the order of 10-100; creation, updates, teardown - on the order of minutes and hours NOT days and weeks; trust relationships - all kinds (military, commercial); and participate in multiple coalitions at the same time (up to as many as 10 at a time).

The current research program is focused in three key areas: Multi- Dimensional Coalition Policies, Secure Group Management, and Coalition Infrastructure Services.

Initial research is aimed at communications establishment and will be followed by data sharing and collaboration technologies.

One of the first requirements for coalition establishment is the use of some "standard" language of expression. While we understand there will never be a single language representation for expressing network and system security information, we are working to create technology for handling multiple expression languages that can be compiled and then placed on multiple devices, such as firewalls, routers, and hosts, within the coalition network. This will allow each partner to develop security policies within their own domain, yet work with other coalition partners for interoperability.

In addition to the expression of network and system security policies, joint and coalition operations will require the capability to negotiate acceptable policies amongst coalition participants. Thus, it will be necessary to provide this "electronic negotiation" capability for multiple simultaneous coalition partners. This implies that agreed-upon policies must be non-interfering while allowing maximum flexibility and expression of network and security requirements.

As stated previously, the expected coalition environments of the future will be very dynamic. Therefore, the coalition policies must be capable of this dynamicity. What have often been very static and hard to change policies of the past must now be very fluid and amenable to rapid change. In addition, if we are participating in multiple coalitions simultaneously we must be careful that changes in one coalition policy do not impact any of the other coalition policies.

Lastly, we are focusing on the area of policy discovery.

Similar to the nuclear treaties, we want to ensure that coalition partners are adhering to agreements made at the time the coalition was created. We, therefore, need technologies that allow coalition partners to unobtrusively discover and validate that current policies are indeed those agreed to by the coalition.

As mentioned previously, past coalition efforts have been hampered by the inability to communicate securely.

While we currently have multicast communications, we do not have secure multicast capability.

With the expected characteristics of future coalitions as also outlined, we are focusing the research agenda towards creating new techniques for fast sender authentication. To date this has been one of the technology bottlenecks of secure multicast.

In addition to the new technology for group communications, we expect future needs for coalitions to include changes in our current key management approaches and coalition creation technologies.

We are concentrating the research efforts towards a scalable approach that allows rapid group dynamics, namely joins, leaves, and evictions, with multiple types of coalition group participants, including mobile nodes and relay stations. These dynamic group requirements have not been satisfied by previous technology.

To date there has been a small amount of standards-related work in secure multicast technology. We anticipate leveraging these efforts to ensure that the standards and technology created by the industry participants will meet those requirements for secure group communications in joint and coalition environments.

Current public key infrastructure technologies are not suitable for future joint and coalition operations. The current technology of certificate revocation lists or CRLs and their distribution on the timescale of days and weeks will not meet the requirements and dynamic characteristics necessary.

We are working to create scalable techniques for timely propagation of revocation information so that information pertaining to the revocation of a coalition partner is available immediately to all participants in the coalition.

It is expected that these new technologies may change the way we think about the next generation of public key infrastructure architectures and technologies.

In addition to the need for rapidly available revocation information, there is the need for cross-certification of coalition partner infrastructure.

Obviously, we expect that joint and coalition partners will not change existing public key infrastructures to become members of future coalitions. Therefore, we must create the capability to perform cross-certification within the constraints of existing infrastructures. These functions will allow rapid deployment of existing technologies and enable the creation of joint and coalition operations as envisioned.

One last area of focus within this research area is aimed at new secure identification and trust relationship technologies. While we currently have things like public key certificates and hardware tokens, we believe there is a need for further research in the development of new types of identification and trust capabilities that can provide the support necessary for future dynamic coalitions.

As stated previously, Joint Vision 2010 outlines how America's Armed Forces will leverage technological opportunities for the future. Joint Vision 2010 also describes the expected operational environments of the future. One of the environments is our own network infrastructure. The Department of Defense has adopted the Global Information Grid, or GIG, architecture as an over-arching network infrastructure. This architecture includes all types of network technology from the GIG's high-speed backbone to the low bandwidth end devices in the hands of the user. The GIG will continue to be deployed within the DoD and military services over the next decade.

The Fault Tolerant Networks program is aimed at technology creation for the future networks of the Department of Defense, such as the GIG. The goal of the program is to ensure continued network availability in the face of attack while containing the resources available to the attacker. Because of the pervasiveness of networking technology within the DoD, we believe that we can create technology that will be usable by the entire department.

The current research program is focused in three key areas: Fault-Tolerant Survivability, Denying Denial-of-Service, and Active Network Response. Initial research is aimed at concept feasibility and will be followed by experimentation in semi-operational networks as we move forward to explore additional areas of network recovery and reconstitution.

For over two decades we have been applying fault tolerance techniques to our information systems. We are exploring the replication and partitioning of network services as a method of providing network survivability. In addition, we are looking at using redundancy of network resources to defend against network attacks.

Part of the reason we have problems with our existing networks is that we don't have a good understanding of the faults that occur in our networks. Some of these faults are because of attack, some are misconfiguration errors, and other faults are truly network hardware faults and a large majority of them we don’t really know what they are. We are trying to get a better understanding of our network faults by modeling existing networks and learning from them.

Another method for creating survivable networks is to use virtual network overlays. We're exploring the use of these overlays to create more survivable network architectures. We believe this level of abstraction will allow us to create more robust network topologies.

Finally, we need to create the technologies that allow future networks to have self-healing capabilities. These self-healing properties are critical for the long-term survivability of our future networks.

In February 2000 the Internet experienced its first noticeable activity of denial of service attacks. Because this was aimed at some of the more high-profile Internet companies it has gotten a significant amount of press. We are trying to employ some techniques to lessen the chances of success for these types of attacks on DoD networks and force the attackers to find other methods that are different than what they're currently using.

Attackers are successful because they are able to gain the necessary resources to carry out the attack. We are developing market-based resource allocation strategies to limit the amount of resources available to the attacker. Without access to adequate network resources the attacker may be unable to perpetrate the planned denial of service attack.

Current communications protocols require no proof of authentication or authorization before allowing execution. We are exploring new communication protocols that execute based on incremental progress within a trust chain. This forces the attacker to try to become part of this trust chain, at which time we expect they will be exposed and not allowed to use the communications protocols to launch their planned attack.

One of the most difficult problems with the recent Internet denial-of- service attacks was the inability to reliably identify the attackers. Although this is very difficult beyond one's domain of control, we are creating "accurate" mechanisms for reliably attributing denial of service attacks within a domain of control and attempting to involve the router vendors and ISPs in order to extend this capability across multiple domains.

Lastly, the existing protocols of the Internet are constantly under attack. Frequently there are attacks on routing protocols and the domain name system. As part of the Fault Tolerant Networks research program, we are investigating new techniques for hardening the current routing and naming infrastructure protocols against denial of service attacks.

With new networking technology, such as Active Networking that I described earlier, we can now leverage some of the advanced intrusion detection techniques, also developed by DARPA, for responding to the increasing number of attacks.

Active networking technology will allow system administrators to quickly respond and fight off information attacks in real-time and assist with attacker tracing and fencing. Active defenses can be shared and tailored responses can be delivered to key infrastructure elements. This ability to provide immediate reaction to real-time attack will help limit potential damage and begin the network recovery process much sooner.

The Department of Defense and DARPA have invested significant effort over the last several years to ensure we have the best in wireless communications technology. As technology continues to advance, we need to ensure that the future mobile, wireless networks are resistant to attacks. There are currently four areas of research focus.

First is the development of capabilities for dynamic, survivable wireless network establishment. We're not talking about the "physical" layer communications waveforms and other characteristics, but rather about link layer and network layer mechanisms that will allow "virtual" wireless networks which map to the actual physical topology.

Second, we must leverage the wired information assurance solutions that DARPA has produced. We have focused primarily over the last five years on solutions for a wired infrastructure. It's now time to direct our "information assurance" attention on the future wireless infrastructure and attempt to use those solutions that make sense in a wireless world. Where current solutions don't adapt or we have no information assurance solutions, then we'll focus our research in those areas.

Along with adaptable network creation, our third focus area is towards survivable key management capabilities to protect against compromise and enable rapid recovery and reconstitution. Wireless networks will be attacked and must have capabilities for protection and recovery. There are certainly different aspects of wireless communications that must be considered as we create network recovery mechanisms.

Lastly, we need to develop node adaptation strategies that can leverage previous DARPA research, such as the active networking technology described earlier. These technology-based strategies will help ensure that the future wireless networks can be survivable.

Networking technology is the cornerstone of the Department of Defense communication architectures of the future, such as outlined in Joint Vision 2010, Joint Vision 2020, and the Global Information Grid. The improved security of these technologies is paramount if we plan to achieve the information superiority, information dominance, and decision superiority advocated by these plans for the future.

Not only do we require that our own networking resources become improved, but we will find increasing environments of collaboration and these situations will require technologies for resource sharing and secure sharing of data. More and more of the missions performed by our armed services are for humanitarian aid and disaster relief. These missions will require that we work with other nations. These collaborations will require secure communications similar to wartime environments.

Lastly, network proliferation is at an all-time high in the Department of Defense. These networks, which exist at all levels of the military command hierarchy, must be resistant to attack and "operate through" those attacks that will be successful. The DARPA Information Technology Office is working to produce technologies that will satisfy the ever-growing need for network security.

So, if you're at all interested in network security and the research agenda I've described here this morning, I hope you'll take the time to stop me here in Dallas or feel free to visit me back at DARPA.

