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[ —] “Glitch in combat systems
=0 software knocks out
weapons capability”
(The Virginian-Pilot,

- July 8, 1998)

“Software glitches leave Navy f
Smart Ship dead in the water”
(GCN July 13, 1998)

We can’t completely model today’s complex systems.
Therefore, we can’t: Understand them; Predict them;
Control them; Automatically compose or adapt them.
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DoD needs it glue and gauges
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Predictable composition is key to reduced cycle time
« Dynamically assemble, reconfigure, and evolve systems

* Easily introduce new components to add functionality

* Adaptively and dynamically scale systems

« Continuously upgrade components



BARPATECH _ _
—ror=r—= Transformation Based Architecture

=0
adﬂéég%j add connector E;

remove module remove connector
|:_|
replace module redirect connecto
i »L{%E
5

Assess suitability before, during, and after architecture transformations
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et Gauges Are Central
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r'“—‘ o= Gauges assess suitability be
during, and after softwar
architecture transformatio Continual Coordination

 Architecture Conformance

Continual Desian « Composability Wrapper

Connectivity

* Functional Similarity

 Content Similarity

/) Example: Continual Validation
" Constraint-based

Gauge

Evolution and Integration * Runtime Event Monitoring
Command Center

« Connectivity Gauges

Automatic, dynamic (re)configuration is a key element of
: the DASADA software vision.
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Continuous

Verify system architecture | Design
Space

Incremental invocation of
constraint based gauges
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Formal definition of system
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Pt Connectivity Gauges
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» Determine runtime component
» Determine how connections
were made

Goals

 Insert gauges at a variety of
probe points

* Monitor creation and change
of component bindings

* Monitor flow of requests

Method

*Ubiquitously insert runtime
gauges into component-based
applications
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Determining actual runtime
configurations & usage.
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Monitoring interaction patterns to determine “windows
of opportunity” for reconfiguration.

ACTIVITY vs. TIME

Detecting “dead code” that increases code footprint, may
harbor viruses, and complicates evolution & testing.
The gauge may provide the following advice:

“The MathPak library is bound to your application,

but has not been used for 3 months by any user of your
application. The library may represent dead code. Librar
size is 5SMB. The library was bound to your application b)lV
the gLinker tool on 12/13/99 using the file myMake.”




ohmrATE="  Gauge Infrastructure: Evolution and
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e Enable “go/no-go” decision for “monitor average server HTTP
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—="“  New Opportunities: Transition
(=S Technology to Experiments

GUARANTEE CRITICAL PROPERTIES) == : e
REDUCE TIME TO INTEGRATE —— A A4
—_— Al
INCREASE ASSURANCE EFFICIENCY Lw.mm..ﬂ =

Phase 2 Plans
e (Partially) funded planning efforts in FY01-02 (estimate $25K/year)
e Experiments conducted in FY03-04 (estimate 2-3 @ $5,000K each)
® Requires application by DoD organization
Looking for programs with:
® Real problems
e Ability to evaluate the impact of the technology(ies)
» @ Interest and commitment of the Service organization and contractor(s)




———— Example Problems for Technology
= Transition to Experiments
b Guarantee Critical Properties

Architectural assessment
guarantees critical
properties

Increase Assurance Efficiency

Tt rochsl mopisded Tecoredr sl s berg

Models of architecture and
behavior reduce

_ St Update models and axioms based
Integration time/cost.

on operational experience
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=l Action ltems

e\\atch our progress — at ISO WWW site.

@ Think about becoming active in planning an
experiment — info at ISO WWW site

e Contact us (jsalasin@darpa.mil)



